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1. Introduction  

 

All kinds of accurate measurements are vitally important to many 

scientific and industrial operations, and measurement of length is 

fundamental[1]. Since Michelson first proposed the use of 

interferometers for the measurement of length in 1887, optical 

interferometry measurements have become essential as metrology 

thanks to their higher accuracy [2]. In 1983, the General Conference of 

Weights & Measures defined the meter as the path length traveled by 

light in vacuum in 1/299792458 second. Along with the 1983 action, 

the CGPM sanctioned iodine stabilized helium neon lasers as working 

length standards for relatively short lengths [3]. 

A sufficiently accurate method for fringe subdivision must be 

used, when nanometer resolution is required. There are two useful 

methods of subdivision. One is optical subdivision, and the other is 

electronic fringe subdivision. The optical subdivision utilizes an 

appropriate optical configuration design or features of optical 

elements to multiple optical path difference to subdivide the fringe. 

Optical subdivision is the most efficient method, unfortunately it can 

only achieve a lesser extent because of the limit of the optical systems, 

commonly it is 1/4 wavelength, while 1/16 wavelength is rare [4, 5]. 

Due to restrictions on the number of subdivision, high precision 

length measurement mainly uses electrical techniques to subdivide 

interference fringes. By use of a fast analog-to-digital converter and 

integrated digital circuits, the electronic subdivision factors of 1/100 ~ 

1/2000 can be obtained. 

In this paper, a novel electronic subdivision based on Coordinate 

Rotation Digital Computer (CORDIC) algorithm is proposed. Two 

orthogonal interference signals are electrically divided into thousands 

by the signal processing circuit implemented on FPGA [6, 7]. With this 

circuit, spurious triggers caused by possible defects, such as scratches, 

corrosion, dirty spots, etc., on the measuring surface of the scale can 

be eliminated. A new integer fringe counting method according to the 

displacement corresponding to the fraction number is described. The 

integer fringe counting error can be avoided by this method. Its 

feasibility was also verified by experiment on NIM‟AIC. 

 

 

2. Principle of interference measuring 
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Fig. 1 Length measuring interferometer 

1 laser, 2 collimation lens, 3 mirror, 4 beam splitter, 5 lens, 6 

pinhole, 7 photo-detector, 8 fixed mirror, 9 mirror, 10 moving 

mirror, 11 scale, 12 measurement carriage. 

The set-up of the AIC is shown in Fig. 1. This is a classical 
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Michelson interferometer with one moving mirror 10 on the 

measurement carriage 12 and a fixed mirror 8. The light is emitted by 

frequency stabilized He-Ne laser 1. Through the collimation lens 2, 

the light is divided by a beam splitter 4 oriented at 45 degrees to the 

beam. One beam travels to the fixed mirror 8, where it is back 

reflected to beam splitter 4. The other beam travels to the moving 

mirror 10 where it is reflected. Both reflected beams recombine at 

point C on the splitter 4 to produce interference fringes (assuming 

proper alignment). Through the pinhole 6, the fringes are detected by 

photo-detector 7. Precise distance measurements can be made with 

the Michelson interferometer by moving the measurement carriage 

and counting the interference fringes [8, 9]. 
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Fig. 2 Principle diagram of interference measuring 

 

Line scales are calibrated by making carriage displacement. The 

principle diagram of interference measuring is shown in Fig. 2. When 

the line appears in the microscope field, the image of line will be 

received and converted into electrical signal by photoelectric 

microscope [10, 11]. The shape of the electrical signal is shown in Fig. 2, 

corresponding exactly to the line width. A line center detector circuit 

can give the coordinates of the middle of the line [12]. According to the 

coordinates, we obtain the integer fringes number N and fraction 

number n. The distance L, can be calculated by 

( ) / 2L N n                        (1) 

Where, N is the integer number of fringes; n is the fraction number of 

the fringes; λ is the wavelength, one interference fringe corresponds 

to a distance or a length of λ/2. 

For example, by using a light source of λ = 532nm, the basic 

„unit‟ of measurement is 266 nm in size of one fringe. Hence value 

of N alone provides a measurement resolution of 266 nm. By careful 

analyzing these interference fringes, it is possible to sub-divide them 

(and hence measure n) to a resolution of 1/100 to 1/1000 of a fringe, 

nanometer resolution can be achieved. 

 

 

3. Interference signal processing 

 

The interference signals processing is the key part of the AIC, 

which is composed of integer fringe counting, fraction fringe 

counting and electronic strobe. At present, the optical fringe counting 

methods are divided into hardware and software fringe counting. The 

hardware fringe counting method, which is easy to realize and has the 

advantage of good real-time performance has become more generally 

preferred.  

 

3.1 Fraction fringe counting 

The interference signals obtained by the photo-detectors are 

converted into two orthogonal signals. Generally speaking, the two 

signals are assumed to have 90 degrees difference, and their 

amplitude as well as DC offset should be same. Therefore, they can 

be represented cosine and sinusoidal signal as shown in Fig. 3. If the 

point C is the location of line center, the length L between the zero 

graduation and current graduation is calculated by Equation 1. The 

aim of the fraction fringe counting is to get the accurate value of n. 

With the high-speed data acquisition circuit, the voltages of sine and 

cosine can be acquired. As shown in Fig. 3, the signal CLK represents 

the sampling pulse of the acquisition circuit. The fraction number n is 

given by 

sin
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arctan

360 360

U
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                  (2) 

Where, Usin is voltage of sine and Ucos is the voltage of cosine. 

Equation 2 shows that arctangent calculation can be used to get the 

fraction number n. In this paper, the calculation implemented on 

FPGA is based on the CORDIC algorithm. 
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Fig. 3 Acquisition of the interference signals 

 

The CORDIC algorithm was originally developed by Volder[13] to 

iteratively solve trigonometric equations in 1959, and later 

generalized by Walther[14] to solve a broader range of equations, 

including the discrete cosine[15], discrete Fourier[15] and singular value 

decomposition[16,17].  

All the trigonometric functions can be computed or derived from 

functions using vector rotations, as will be discussed in the following 

sections. The CORDIC algorithm provides an iterative method of 

performing vector rotation by arbitrary angles using only additions, 

subtractions and shift operations, which are convenient to implement 

in VHDL on FPGA. 

 

Fig. 4 Vector rotation 

 

As shown in Fig. 4, the vector (x, y) is rotated through the angle 

  yielding a new vector ( , )x y  , which is given by 

cos sin cos ( tan )x x y x y               (3) 

cos sin cos ( tan )y y x y x               (4) 

With iterative method, the vector rotation is performed as a sequence 

of successively smaller rotations, and each of rotation angle is 

restricted so that arctangent (2-i). The iterative rotation can now be 

expressed as: 
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2cos(arctan 2 ) 1 1 2i i

iK               (8) 

Where 
1 2 i

i i i ix x y 

     ; 
1 2 i

i i i iy y x 

     , 

1 arctan 2 i

i i i   

    , 1i   , when 
1 0iy   , 

i  is set 

to -1 and when 
1 0iy   , 

i  is set to +1. In practical application, 

the CORDIC algorithms are used to compute the rotation angle. The 

value of y  converges to zero. The iterative rotation can be 

expressed as: 

2 2

ix K x y                    (9) 

  0y                            (10) 

 arctan( )x y                   (11) 

Since digital signal processing technology has achieved great 

development, especially the appearances of high speed processors 

such as FPGA and DSP, fraction fringe counting based on CORDIC 

algorithm is implemented conveniently. 

 

3.2 Integer fringe counting 
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Fig. 5 Traditional integer fringe counting method 

 

Traditional integer fringe counting method is shown in Fig. 5. In 

Fig. 5(a), the thick line represents the sine signal, and the thin line and 

the dashed line represent the cosine signal when the measured object 

is moving forward and backward, respectively. According to the 

principle of zero-cross-over triggering, the two phase-quadrature 

interference signals (sine and cosine) obtained by the photo-detectors 

are converted into square waves which are shown in Fig. 5(b), (c) and 

(d). The number of sine square waves is counted by a bi-directional 

counter. 

Traditional integer fringe counting method is easy to realize, but it 

is prone to count incorrectly. For example, there may be some 

trembling of the signals at zero point (shown in Fig. 6), which caused 

by interference from a nearby circuit or system. In Fig. 6(b), the curve 

signifies arctangent values between 0 and 2π. As shown in Fig. 6(a), 

the angle changes three times, so the integer fringe number will be 

miscounted as three. However, the real displacement corresponds to 

one integer number.  
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Fig. 6 Trembling at zero point 

 

To eliminate the integer fringe counting error, we adopt a new 

integer fringe counting method corresponding to the fraction number. 

The integer fringe number has been obtained by comparing the 

change of arctangent values. If the angle changes from 0 to 2π, the N 

adds 1. Otherwise, if the angle changes from 2π to 0, N subtracts 1. 

An integer fringe counting module composed of a comparator and a 

reversible counter has been designed with VHDL language on a 

FPGA platform. The module is verified by experiment. Arctangent 

values and integer fringe number N are compared. It can be seen from 

Fig. 7, with the change of angle, N adds 1 or subtracts 1 automatically 

[18]. 

Sampling Points
 

Fig. 7 Comparison of integer number and arctangent values  

 

3.3 Electronic strobe 

A scale with clear graduations is relatively easy to process. 

Unfortunately we also calibrate medium quality printed scales. 

These often present problems due to scratches or marks on the scale 

which cause extra triggers [19]. Trigger signals are shown in Fig. 8 

traced by an oscillograph. The scratch signal and corresponding 

trigger signal are boxed off. Others are line scale signals. 

  

Fig. 8 Trigger signals 

http://www.iciba.com/practical/
http://www.iciba.com/application/
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These extra triggers quickly lead a simple system into confusion. 

In this paper, an electronic strobe based on the integer fringe counting 

is proposed and it can effectively filtrate the extra triggers in the 

length measurement. Software has been developed on a FPGA 

platform to analyze the trigger sequence and determine the triggers 

correspond to the correct edges of the graduations [20]. The principle 

diagram has been presented in Fig. 9. There is a counter for recording 

the numbers of integer fringes between the two graduations. Base on 

the distance between the graduations, we set a proper threshold value 

in comparator. If the counter number is greater than the threshold 

value, the switch is opened, waiting for the useful trigger to process. 

When the process is completed, the counter is cleared, and the above 

operations are repeated. With this method, any other triggers 

occurring within the graduation must be ignored. 

Integer

 fringe
Counter

Comparator 

Switch

Scratch 
Scale

 Fig. 9 Principle diagram of the electronic strobe 

 

 

4. Experiment and results 

 

4.1 Control software 

Building upon National Instrument‟s Lab Windows/CVI 

development platform, the paper established the managing software 

of the signal processing system for the AIC. It can control a kind of 

high speed PCI-I/O-card, and process the acquired data. It can also 

calculate the length between the two graduations of the scale and 

show it on the human interface. As shown in Fig. 10, the interface 

includes displaying of current waveforms, recording the data, and 

some controlling buttons. Environment parameters such as 

temperature, barometric pressure, air moisture content and CO2 

content are monitored and shown on the interface. 

 

Fig. 10 Software interface 

4.2 Experiment 

A 200mm standard line scale has been calibrated on the NIM‟s 

AIC with this signal processing system as shown in Fig. 11. The AIC 

consists of a photoelectric microscope, a high precision one-axis 

motion system, and a high accuracy interferometer of the Michelson 

type. The wavelength of the frequency-stabilized He-Ne laser 

corrected for temperature, humidity, atmospheric pressure, and carbon 

dioxide content is used as the length standard. The instrument is 

housed in an environmental chamber in which all environmental 

properties are carefully monitored. 

 

Fig. 11 Photo of AIC 

 

4.2.1 Comparison measurement 

Starting at the zero graduation, and ending at the terminal 

graduation, the interferometer measures the distances from one line 

center to another line center of pre-selected intervals, thus calibrating 

the scale. There are 201 graduations on a 200mm scale with a 1mm 

interval scale. Fig. 12 shows the comparison of the experiment results 

obtained by this AIC and 1m AIC. The 1m AIC was built by NIM to 

calibrate precision length standards 20 years ago, which is possible to 

achieve measurement uncertainty of approx 200nm for 1m. As shown 

in Fig.12, the abscissa is graduation of the scale, and on the ordinate 

the differences between the measured deviations are represented. The 

values of the differences are less than 200nm, which are within the 

uncertainty of measurement stated for the two comparators. 
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     Fig. 12 Measurement data between the two instruments 

compared 

 

4.2.2 Calculation of repeatability error 

To calculate the repeatability error, we measured the length of the 

20- foot lines which are at the foreside of the 200mm glass by 

repeating 14 times. Measurement data are listed in Tab. 1. 

According to the National Metrological Verification of China [21], 

the value of the repeatability error is less than 15nm by the below 

equation. 
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                      (12) 

Where, K is the number of intervals, here K=10; n is the times of the 

measurement, here n=14; [v v]i is each sum of squared residuals from 

1st interval to 10th interval. 



THE 10th INTERNATIONAL SYMPOSIUM OF MEASUREMENT TECHNOLOGY AND INTELLIGENT INSTRUMENTS JUNE 29 – JULY 2 2011  /  5 

 

 

 

G
ra

d
u

a
tio

n
s

Times
1 2 3 4 5 6 7 8 9 10 11 12 13 14

Table. 1 Measurement data 

 

       

    Table. 2 Measurement data with new method 

 

We usually require two interference signals with the phase 

difference of approximately 900 for bi-directional counting and 

fringe subdivision. Although there is dedicated circuit to collect two 

phase-quadrature signals, and calculate the DC offsets, the AC 

amplitudes and the difference from the phase-quadrature by the 

elliptical fitting with a least square method [22], error still exists. 

In interferometry, the two interference signals (sine and cosine) 

are used to determine the direction of the carriage movement. Due 

to mechanical reasons, sometimes rail movement may not be 

smooth, there will be jitter. At this point, the integer fringe counter 

will add 1 or subtract 1 according to the direction signal. If we can 

ensure that the movement of the measurement carriage is smooth 

and single direction, fringe subdivision can be achieved with only 

one interference signal (sine). 

 From the above discussion, another experiment has been done. 

Synthetic cosine signal based on sine has been built. In this method, 

we can assure that the two signals (sine and cosine) have 90 degrees 

difference, and their amplitude as well as DC offset is the same. 

Deviation of the data has been shown in Tab. 2. Following Equation 

12, the value of the repeatability error is obtained less than 7.5nm. 

 

5. Conclusions  

 

The interference signal processing system for the AIC has been 

discussed in detail to realize precision measurement. A fraction 

fringe counting method based on CORDIC algorithm is proposed. 

A new integer fringe counting method corresponding to the fraction 

number is described. A standard line scale has been calibrated on 

the AIC with this signal processing system and the measurement 

repeatability is less than 7.5 nm. The system can also automatically 

indentify the scratches or marks on the scale.  
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